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Abstract

Considering potentials in the dual of a planar network has proved to be a powerful tool for computing planar maximum flows. In this paper we explore the use of potentials for giving algorithmic and combinatorial results on continuous flows in geometric domains – a (far going) generalization of discrete flows in unit-capacity planar networks.

A continuous flow in a polygonal domain is a divergence-free vector field whose magnitude at every point is bounded by a given constant – the domain’s permeability. The flow enters the domain through a source edge on the outer boundary of the domain, and leaves through a sink edge on the boundary. The value of the flow is the total flow amount that comes in through the source (the same amount comes out of the sink, due to the vanishing divergence). The cost of the flow is the total length of its streamlines. The flow is called monotone if its streamlines are x-monotone curves.

Our main result is an algorithm to find (an arbitrarily close approximation to) the minimum-cost monotone flow in a polygonal domain, by formulating the problem as a convex program with an interesting choice of variables: one variable per hole in the domain. Our approach is based on the following flow of ideas: flow is the gradient of a potential function; a potential function can be extended from free space to holes so that it is constant over each hole; instead of the potential function (a value per point in the domain) we can thus speak of a potential vector (a value per hole); a potential uniquely (up to homotopic equivalence) defines “thick” paths in the domain; the paths define a flow. We show that the flow cost is convex in the potential; this allows us to employ the ellipsoid method to find the mincost flow, using holes potentials as variables. At each ellipsoid iteration the separation oracle is implemented by feasibility checks in the “critical graph” of the domain – as we prove, the graph defines linear constraints on the potentials.

Using potentials and critical graphs we also prove MaxFlow/MinCut theorems for geometric flows – both for monotone and for general ones. Formulating and proving the monotone version is a new result. The MaxFlow/MinCut theorem for non-monotone flows has been proved earlier by two different methods; the potentials technique provides a third proof.
1 Introduction

Computing optimal flows in networks is one of the central problems in discrete optimization. At the same time, in its very classical meaning the word “flow” (as understood, say, in calculus or in physics) refers to a vector field defined over a continuous domain – in contrast to the network flows which are discrete by nature. The vast majority of both theoretical and experimental work on continuous flows is being done in the realm of numerical simulation of fluid dynamics – in particular, with finite element analysis; see, e.g., [22] and references thereof. The research is heated by enormous practical importance of computing fluid flow through porous media, e.g., in reservoir engineering and similar areas of hydrogeology. Other applications motivating the study of continuous flows include fibered material design, swarm robotics, evacuation planning, battlefield operations, ship routing, video games and simulators, air traffic management. In all these motion planning domains the task is to route small objects (agents) through a polygonal environment. Finding and describing a specific path for each individual object may be unreasonable due to the prohibitively large number of the agents; the solution then is to find an optimal flow and let each object travel through the domain simply by following one of the flow streamlines. In many of these applications it is desirable that objects’ paths do not backtrack, i.e., that the paths are monotone in some direction.

1.1 Problem Formulation

Let $\mathcal{D}$ be a polygonal domain with holes (obstacles). The domain is defined by a simple polygon $\mathcal{P}$ (the outer polygon of $\mathcal{D}$) and a set of holes – pairwise-disjoint simple polygons lying inside $\mathcal{P}$; the domain $\mathcal{D}$ is $\mathcal{P}$ minus the holes. Two edges, $S, T$ on the boundary of the outer polygon are designated as the source and the sink (we can work also with multiple source/sink edges, but for ease of exposition restrict the model to 1 source and 1 sink). $S$ and $T$ split the boundary of $\mathcal{P}$ into two parts called the bottom $B$ and the top $T$ (see the figure on the title page). Let $n, h$ denote the number of vertices and holes in $\mathcal{D}$. Assume that vertices of $\mathcal{D}$ have integral coordinates and let $L$ be the largest integer.

The domain $\mathcal{D}$ is uniformly capacitated in the sense that the amount of flow that can go through any point of the domain is bounded by 1; in other words, the permeability of any point is 1 (this is formalized below – see the third constraint in (1)). We are also given a number $V \geq 0$ – the target flow value. Our goal is to find a monotone source-sink flow of value $V$ in $\mathcal{D}$ with minimum cost. Formal definitions of the flow, its value and cost follow.

A flow in $\mathcal{D}$ is a function $F : \mathcal{D} \mapsto \mathbb{R}^2$ with the following properties:

\begin{equation}
\begin{align*}
\text{div } F(p) &= 0 \quad \forall p \in \mathcal{D} \\
F(p) \cdot n(p) &= 0 \quad \forall p \in \partial \mathcal{D} \setminus \{S \cup T\} \\
|F(p)| &\leq 1 \quad \forall p \in \mathcal{D}
\end{align*}
\end{equation}

where $n(p)$ is the unit normal to the boundary of $\mathcal{D}$ at point $p$. That is, a flow is a vector field $F(p) = (F^x(p), F^y(p))$. There are no source/sinks inside the domain (the first constraint in (1)), the flow enters/exists $\mathcal{D}$ only through the source/sink (the second constraint in (1)), and the flow respects the capacity constraints (the third constraint in (1)). A flow is $x$-monotone if its $x$-component is non-negative ($\forall p \in \mathcal{D}, F^x(p) \geq 0$); we will omit the prefix $x$- and call an $x$-monotone flow just monotone. Moreover, unless stated otherwise, any flow in this paper will be monotone; that is, by a flow we will understand an ($x$-)monotone flow.

Similarly to the discrete network flow, the value of a continuous flow $F$ is the total flow coming in from the source, i.e., $\int_S F \cdot n \, ds$. Since inside $\mathcal{D}$ the flow is divergence-free (flow conserves inside $\mathcal{D}$), by the divergence theorem, the value is equal to the total flow out of the sink, $-\int_T F \cdot n \, dt$.

A streamline of $F$ through a point $s \in S$ is a curve $\ell_s$ such that $F$ is tangent to $\ell_s$ at every point of the curve; for a monotone flow, each streamline is an $x$-monotone curve (i.e., a vertical line intersects any streamline in at most one contiguous interval). Strang [50] and Mitchell [40] suggested that the cost of a flow may be defined as: (I) the area of the support, $\text{supp } F$, of the flow, where $\text{supp } F = \{p \in \mathcal{D} : |F(p)| > 0\}$; or, (II) the “total length of the streamlines”, $\int_{s \in S} |\ell_s| ds$; or, (III) the
length of the longest streamline \( \max_{s \in S} |\ell_s| \). Other natural definitions of flow cost include integrals of flow’s absolute value or its square over the domain: (IV) \( \int_D |F| \); or, (V) \( \int_D |F|^2 \).

Similarly to [40, 42], unless otherwise stated, we consider only 0/1 flows, i.e., flows that saturate every point of the support: \( \forall p \in \text{supp } F, |F(p)| = 1 \) (we justify the focus on 0/1 flows in Section 2.2). For a 0/1 flow, definitions (I), (II) and (IV) become equivalent, and these are the definitions that we will use; for concreteness, assume that the cost is always defined according to (I).\(^1\) Minimizing \( \int_D |F|^2 \) (definition (V)) is a variant of the Dirichlet problem for the Poisson equation widely studied in the boundary-value problems literature, see e.g., [13]. Under definition (III) our problem is NP-hard, as we argue in Appendix G.

### 1.2 Related work

In comparison to the well-trod field of discrete network flows, much less is known about computing continuous flows in geometric domains. Atkinson and Vaidya [7] and Agarwal, Efrat and Sharir [1] considered the Euclidean transportation problem (a generalization of the minimum-weight bipartite Euclidean matching problem) in which a commodity has to be transferred, at a minimum cost, from a set of point sources to a set of point sinks. The problem considered here may be viewed as the continuous version of the transshipment problem; in our model the source and the sink are edges of the domain.

The three celebrated results in the discrete network flows area are MaxFlow/MinCut Theorem, Menger’s Theorem, and Flow Decomposition Theorem. Note that the theorems are combinatorial results, which do not automatically lead to algorithms for computing optimal flows and disjoint paths in networks. On the algorithmic frontier, the two central problems associated with network flows are finding maximum flows and minimum-cost flows.

The Continuous MaxFlow/MinCut Theorem was proved by Strang [50]. As with the discrete theorem, Strang’s result does not immediately imply an efficient algorithm for finding maximum flows and minimum cuts in continua. Mitchell [40] showed how to compute the MaxFlow by filling the domain with “bottommost” streamlines and how to find the MinCut using the “critical graph” of \( D \) [21].

The continuous counterpart of Menger’s Theorem was proposed in [6]; the same paper gave an algorithm to compute the maximum number of disjoint source-sink “thick paths” in a polygonal domain.

The continuous version of the Flow Decomposition Theorem was established in [42]. The theorem reduces the mincost flow problem to that of computing a set of optimal thick paths, but it does not immediately lead to an efficient way of finding the widths and the homotopy types of the paths (in fact, the theorem does not even suggest how many paths there are in the decomposition); thus except for special cases in which the paths’ widths and homotopy types can be inferred (e.g., in simple polygons – the case considered in [42]), the theorem does not provide an algorithm for computing mincost flows. In this paper we make a first step towards solving the mincost flow problem in polygonal domains with holes, giving an algorithm for monotone flows. (In [42] it was also shown that optimal thick paths in a polygonal domain can be found by scrolling through the path’s homotopy types; the algorithm works also for monotone paths, but the scrolling still takes time exponential in the number of holes.)

Conducting further investigations “into the mapping between discrete graph algorithms and their continuous analogues in geometry” was put on the agenda by Mitchell, who, in turn, obtained the suggestion to consider this class of problems from Papadimitriou [40]. The techniques developed in this paper can be viewed as a geometric extension of Hassin’s ingenious idea to use dual-graph potentials to compute maximum flows in planar graphs [25]; see also [31], and [10, 14] for recent work. We note that in discrete networks, the potentials were used almost exclusively for finding maximum flows; the exceptions are [14, Section 4] where potentials were used implicitly to compute minimum-cost flows with well-behaved cost functions and the recent near-linear-time algorithm for outerplanar networks.

\(^1\)One may also consider a generalization to non-uniform costs case, where pushing flow through different parts of \( D \) incurs different costs. This is a much harder problem; in fact, in this setting it is not even known how to find just 1 “thick” path of minimum weighted area (finding 1 thin path of minimum weighted length is the weighted region problem, solved in [41]).
announced in [29]. In contrast, we exploit potentials to compute minimum-cost continuous flows.
Our use of potentials for geometric maximum flows is non-algorithmic; we employ them to (re)prove MaxFlow/MinCut theorems for flows in continua.

Kohn and Strang studied mincost continuous flows in [34, 35] (one technical difference between their setting and ours is that they assume the flow’s normal component is given everywhere on the boundary); high-dimensional generalizations were considered in [49]. The treatment in [34, 35, 49] is purely mathematical, and the developed techniques do not provide algorithms for computing mincost flows [33].

Multicommodity versions of geometric flows were studied in [32]. Applications of combinatorial and algorithmic results on continuous flows to air traffic management are described in [36, 52]. In another practical domain—wireless sensor networks (WSNs)—continuous flows model message passing in a dense network; in particular [45] defines and studies geographic MaxFlow and MinCut through a WSN.

The term “continuous flow” was used also for flows in discrete networks that have time-varying parameters—edge capacities, node storage, link delays, etc. [4,46]. In contrast, in our setting, “continuous flow” refers to a continuous vector field (the flow) in a static polygonal environment (the continuum).

1.3 Our contributions
We present an algorithm that, for an arbitrary $0 < \varepsilon < 1$, outputs a flow whose cost is at most $\varepsilon$ larger than the minimum cost of any flow with the same value $V$ (that is, we give an additive-$\varepsilon$ approximation to the mincost flow). The algorithm runs in $O(nh^3 \log^2 \frac{h^2}{\varepsilon})$ time.

We also apply our techniques to maximum flows: we formulate and prove the MaxFlow/MinCut theorem for monotone continuous flows, and give a new proof of the MaxFlow/MinCut theorem for general, non-monotone flows (the latter theorem was earlier proved in [40, 50] using different methods).

1.4 Overview of the approach
The Continuous Flow Decomposition Theorem allows us to reformulate our problem as that of finding an optimal set of thick non-crossing paths. We find the optimal paths in two steps: first find optimal homotopy types and widths of the paths, and then find optimal paths of given homotopy types and widths. The second step is an instance of the homotopic routing problem, which can be solved efficiently using existing tools (Section 2.1).

The tricky part is finding optimal homotopy types and widths of the paths. Here we turn attention to the dual of a continuous flow—the potential function, which is a scalar function defined at each point of the domain; the gradient of the potential function determines the flow vector at the point, and the level sets of the function are the streamlines.

Our main insight—using one variable per hole in the domain to indirectly define a flow (Section 3)— hinges on the following two observations (one simple, one non-trivial):

• The potential function can be extended to the holes of the domain by assigning a constant to every hole. (This is obvious, since the flow does not penetrate holes.)

• If the potentials of all holes are known, then the homotopy types of the flow streamlines are uniquely defined. (This requires a proof; we give it in Lemma 6, using the “bottommost fill” paradigm of Mitchell [40].)

The above observations allow us to formulate our flow problem in terms of the holes potentials.

Our main technical result is established next: the mathematical program for mincost flow, which uses holes potentials as variables, is convex. Specifically, we prove that:

• The flow cost as a function of the potentials is convex. The convexity proof (Lemma 8) is a simple application of the triangle inequality.

• The feasible region of the program is a polyhedron. This is proved by defining a version of the domain’s “critical graph” [6, 21, 40] and showing that the program constraints correspond to saturation of the graph.
edges by flow (Lemmas 9 and 10). ²

Finally, the convex optimization problem can be solved using standard methods (modulo many non-trivial technical details needed to adapt the methods to our specific case); see Section 5.

As a by-product we establish the MaxFlow/MinCut theorem for monotone flows, by observing that finding maximum monotone flow can also be formulated as a convex program for holes potentials and that the program is exactly the dual of a shortest path problem in our critical graph (Theorem 12). Last but not least, we prove that the same convex program models finding maximum non-monotone flows; this gives a new proof of the MaxFlow/MinCut theorem for non-monotone flows (in comparison with the monotone case, in which the proof directly follows from our treatment of mincost flows, the proof for general flows requires some additional work; see Appendix C).

Remark 1. Recall that the discrete network flow problem is also a convex program – a linear program (LP) whose variables represent flow along arcs of the network. One may extend this LP to a convex program for minimum-cost monotone continuous flows: variables in the program would represent flow along edges of the visibility graph of the domain. Such “primal” approach would follow the standard paradigm in geometric route optimization – employing the visibility graph to discretize the search space. Our, dual approach leads to a more efficient algorithm for the mincost flow (in particular, we have only h variables as opposed to O(n²) in the primal, visibility-based program).

2 The tools

This section sets up the requisite tools for our treatment of flows; we describe the tools only as they are relevant for us (not necessarily in their full strength and generality).

Thick paths For a set $S \subset \mathcal{D}$ and a number $r > 0$ let $(S)^{(r)}$ denote the Minkowski sum of $S$ with the radius-$r$ open disk centered at the origin. Let $\pi$ be a source-sink path in $\mathcal{D}$ that leaves the source and enters the sink perpendicularly to the boundary of the domain; that is, $\pi$ connects a point $s \in S$ to a point $t \in T$, and $\pi$ is perpendicular to $S$ at $s$ and to $T$ at $t$. Let $w > 0$ be a number, and assume that $(S)^{(w/2)}$ does not intersect the holes. A $w$-thick path $\Pi$ is the part of $(\pi)^{(w/2)}$ that lies inside $\mathcal{D}$: $\Pi = (\pi)^{(w/2)} \cap \mathcal{D}$. With this definition, a thick path is a “curved rectangular strip” of width $w$ with opposite sides of length $w$ residing on the source and the sink ([42] calls the strip the canonical part of the Minkowski sum $(\pi)^{(w/2)}$). The path $\pi$ is called the centerline of $\Pi$, and $w$ is the width of $\Pi$; the length of $\Pi$ is the length of $\pi$, and the homotopy type of $\Pi$ is that of $\pi$. A thick path is locally shortest if it cannot be shortened without changing its homotopy type; we will often call a locally shortest path just shortest. A thick path is $x$-monotone if its centerline is an $x$-monotone path; we will omit the prefix $x$- and call an $x$-monotone path just monotone. Moreover, unless stated otherwise, any path in this paper will be monotone; that is, by a path we will understand an ($x$-)monotone path.

2.1 Shortest homotopic routing

A wire is a (monotone, thin) polygonal $S$-$T$ path in $\mathcal{D}$. A schema $(\vec{\pi}, \vec{w})$ is a collection $\vec{\pi} = (\pi_1, \ldots, \pi_K)$ of non-crossing wires, together with a collection $\vec{w} = (w_1, \ldots, w_K)$ of widths – one width per wire. (The terms are borrowed from VLSI where schema represents a schematic drawing of how wires should go on a chip – the layout.) The Continuous Homotopic Routing Problem (CHRPR) [16, 20, 37, 38] is to route a set of $K$ thick paths, with widths $(w_1, \ldots, w_K)$, homotopically equivalent to $(\pi_1, \ldots, \pi_K)$; the thick paths should be pairwise-disjoint and should not intersect the holes. For our purposes, we will need to find the $K$ locally shortest width-$\vec{w}$ thick paths homotopically equivalent to $\vec{\pi}$, i.e., solve the Shortest Continuous Homotopic Routing Problem. We abbreviate the problem to SCHRP and let $\text{SCHR}(\vec{\pi}, \vec{w})$ denote the solution to the problem.

²In discrete network flows parlance, “saturation of edges by flow” refers to edges of the network – those that carry the flow. Edges of critical graph do not carry continuous flow (on the contrary, they define cuts through the domain); still, in the literature on continuous flows, saturation of a critical graph edge means the same thing: flow through the edge cannot be increased without violating the edge capacity [6, 40].
A discrete network flow can be composed from (and decomposed into) a set of source-sink paths in the (analog of triangulation) of the free space \([15, 39]\). The details are in Appendix A; the final result is:

**Remark 2.** Paths can be treated as a single effective streamlines of \(\tilde{\Pi}\); let \(\tilde{\mathbf{F}}\) denote a not-necessarily-0/1 flow. Apply SCHRP to streamlines of \(\tilde{\mathbf{F}}\) in Appendix B. We use SCHRP to obtain the free space for the centerline of the thick path.

We compute SCHRP(\(\tilde{\pi}, \tilde{w}\)) path-by-path using tools from \([15, 26, 39, 42]\). We determine “depths” of the holes w.r.t. \(\tilde{\pi}\) \([42]\), i.e., for every hole \(H\) and every \(k = 1 \ldots K\), we determine the total width, \(d_k(H)\), of paths from \(\tilde{\pi}\) that separate \(H\) from \(\pi_k\) (Fig. 1, left). Then, for each \(k = 1 \ldots K\), we repeat the following: bridge the holes below \(\pi_k\) to \(B\), and the holes above \(\pi_k\) to \(T\), creating a simple polygon to which the \(k\)th thick path from SCHRP(\(\tilde{\pi}, \tilde{w}\)) will belong (Fig. 1, middle); build “conservative” obstacles \([42]\) for (the centerline of) the \(k\)th thick path by inflating each hole \(H\) by \(d_k(H)\) (Fig. 1, right); find the shortest \(S-T\) path in the free space (which is a simple splinegon) using bounded-degree splinegonal decomposition (analog of triangulation) of the free space \([15, 39]\). The details are in Appendix A; the final result is:

**Lemma 1.** If each wire has \(O(n)\) edges, SCHRP(\(\tilde{\pi}, \tilde{w}\)) can be found in \(O(nh \log K + Kn \log n)\) time.

**Remark 2.** A problem, closely related to SCHRP is Fat-Edge Drawing (FED) \([17, 18]\): fatten, as much as possible, a given set of non-crossing paths while keeping the thick paths non-overlapping. SCHRP is almost a special case of FED; the only difference is the presence of obstacles – \([17]\) dealt with paths growing amidst point obstacles, and extending their algorithm to non-point obstacles (as we have in our case) is mentioned as an open problem in \([17]\) (we conjecture that the extension is, in fact, possible; see, e.g., \([51]\)). FED amidst non-point obstacles is slightly more general than our SCHRP – in the FED, the paths endpoints can be anywhere, not necessarily sliding on two segments \(S\) and \(T\) (the results on FED can be extended easily to the sliding endpoints). Our approach described above is in a sense “orthogonal” to the algorithm of \([17]\) – we inflate the paths one-by-one, not all-at-once; the reason we chose not to use FED is efficiency – FED algorithm takes cubic time (it is possible though that for our special case one might work out a more efficient variant of FED solution).

### 2.2 Flow Composition and Decomposition

A discrete network flow can be composed from (and decomposed into) a set of source-sink paths in the network. We now recall analogous statements for continuous flows, leading to a reformulation of our mincost flow problem in terms of thick paths.

**Flow from thick paths** Let \(\bar{\Pi} = (\Pi_1, \ldots, \Pi_K)\) be a set of shortest thick non-crossing paths. Starting from \(\bar{\Pi}\), one can define a 0/1 flow using the construction suggested by Mitchell \([40]\): The centerline of a shortest thick path is an alternating sequence of segments and circular arcs (segments are bitangent to adjacent arcs); consequently, a thick path is an alternating sequence of rectangular and circular parts. The flow over each rectangular part is constant; the streamlines are parallel to the segment of the centerline. In each circular part the streamlines are circular arcs cocentric with the arc of the centerline. (See Fig. 4 in Appendix B). We use FLOW(\(\bar{\Pi}\)) to denote the flow obtained from \(\bar{\Pi}\).

**Locally optimal flows are 0/1** Consider an arbitrary, not necessarily 0/1 flow \(\bar{F}\) (we will use \(\bar{F}\) to denote a not-necessarily-0/1 flow). Apply SCHRP to streamlines of \(\bar{F}\) viewed as infinitesimally-thick paths; let \(\bar{\Pi} = (\Pi_1, \ldots, \Pi_K)\) be the solution of the SCHRP. Each path \(\Pi_k\) is “glued” out of homotopically equivalent streamlines of \(\bar{F}\). (The gluing, formalized in \([42, Lemma 5.2]\), means that \(k\) “touching” \(w\)-thick paths can be treated as a single \(kw\)-thick path; the streamlines form a continuum of 0-width paths, but
one can apply the gluing using a limiting argument as in [42, Section 5]). In their turn, the paths \( \tilde{\Pi} \) can be composed into a 0/1 flow \( F = \text{FLOW}(\tilde{\Pi}) \). Clearly, the values of \( \tilde{F} \) and \( F \) are the same and streamlines of \( \tilde{F} \) and \( F \) have the same homotopy types: the streamlines of \( F \) are “pulled taut” streamlines of \( \tilde{F} \), and the cost of \( F \) cannot be decreased without changing the homotopy type of at least one streamline. We say that \( F \) is the locally optimal flow given the homotopy types of streamlines; it is easy to see that \( F \) is unique (unless some paths in \( \tilde{\Pi} \) are straight). The total length of the streamlines of \( F \) is not larger than that of \( \tilde{F} \) (as proved in [42], each streamline is as short as possible given the very existence of the other streamlines), and hence, by the coarea formula \( \int_D |F| \leq \int_D |\tilde{F}| \). Summarizing, we have:

**Lemma 2.** For any flow \( \tilde{F} \) there exists the locally optimal 0/1 flow \( F \) that has the same value, whose streamlines have the same homotopy types as streamlines of \( \tilde{F} \), and such that \( \int_D |F| \leq \int_D |\tilde{F}| \).

A different, non-constructive proof of Lemma 2 may be obtained by following arguments in [35, 49].

**Thick paths from flow** The inverse of the flow composition operation \( \text{FLOW}(\tilde{\Pi}) \) is flow decomposition, asserted by the following theorem:

**Theorem 3.** (Continuous Flow Decomposition Theorem, [42, Theorem 5.5]) The support of a minimum-cost flow can be decomposed into a set of shortest thick non-crossing paths.

The theorem holds not only for the (globally) minimum-cost flow, but also for locally optimal flows; this can be seen by following the proof of the CFDT in [42]. We use \( \text{PATHS}(F) \) to denote the thick paths into which (the support of) a flow \( F \) decomposes.

### 2.2.1 Problem reformulation

The flow composition and decomposition are inverses of each other in the sense that \( \text{FLOW}(\text{PATHS}(F)) \equiv F \) and \( \text{PATHS}(\text{FLOW}(\tilde{\Pi})) \equiv \tilde{\Pi} \). Moreover, the total width of the paths in \( \text{PATHS}(F) \) equals the value of \( F \), and the cost of \( F \) is equal to the area of the thick paths. Thus we may restate our minimum-cost flow problem as: **Find a set of thick non-crossing paths with total width \( V \), having minimum total area.**

### 2.3 Potential function

Any “nice” scalar function \( U(x, y) \) is the potential function for the divergence-free flow \( \tilde{F} = \left( \frac{\partial U}{\partial y}, -\frac{\partial U}{\partial x} \right) \); this is a cornerstone relation in several branches of physics, including fluid dynamics. Conversely, any flow \( \tilde{F} \) defines a potential \( U \) by setting the potential of a point equal to the total flow below the point: \( U(p) = \int_{p \downarrow} \tilde{F} \) where \( p \downarrow \) is the vertical ray going down from \( p \). Because at any point \( (x, y) \), it holds that \( \tilde{F}(x, y) \) is perpendicular to \( \nabla U(x, y) \), streamlines of \( \tilde{F} \) are level sets of \( U \): the total flow below a point \( p \) on a streamline \( \ell \) is the same for any \( p \in \ell \) and equals the total thickness of the streamlines running below \( \ell \).

Relations between notions described in this section are shown with black color in the chart at the bottom of the title page.

### 2.4 Bottommost fill

To find a maximum flow in \( D \), Mitchell [40] proposed to fill the domain with streamlines of the flow, starting from the bottom \( B \) (i.e., the first streamline follows \( B \)). For any \( t \geq 0 \), the level-\( t \) streamline (“level” in the sense of level set of the potential function of the flow) is the locus of points at distance \( t \) from \( B \) in the 0/1 metric that assigns cost 1 for traveling through \( D \) and assigns weight 0 for traveling through holes. The bottommost fill is nicely explained in [40] using the “grassfire” analogy: Imagine that \( D \) is grass over which fire travels at unit speed; imagine also that the holes in the domain are made of highly flammable material so that as soon as any point on a hole is touched by fire, the whole hole is immediately ignited. Ignite \( B \) at time \( t = 0 \); then at any \( t \) the firefront will be the level-\( t \) streamline (Fig. 2). When streamlines reach a hole \( j \), an edge \( ij \) of the “critical graph” of \( D \) is saturated by the flow — no more flow can be pushed between \( i \) and \( j \), and so the flow begins running above \( j \). (Throughout this paper we use variations of the bottommost fill, in which we start routing flow above \( j \) earlier than in the standard bottommost fill, i.e., before saturating an edge \( ij \).)
Bottom, $B$
Top, $T$
Source, $S$
Sink, $T$
saturated edge

Figure 2: $B$ is ignited and the fire propagates through $D$; the firefronts make up streamlines of the flow. When a hole is touched by the fire, an edge of the “critical graph” of $D$ is saturated – no more flow can go below the hole, and the streamlines start going around it.

Remark 3. The bottommost fill is a continuous counterpart of Ford and Fulkerson’s uppermost path algorithm [19] for $st$-planar graphs (those with source and sink on the same face), which Hassin [25] later recognized as the planar-dual of Dijkstra’s algorithm, and which Borradaile and Klein [10] recently generalized to arbitrary planar networks.

2.5 The ellipsoid method

The main technical result below is that our problem can be formulated as a convex program: minimize $\text{COST}(\vec{u})$, where $\text{COST} : \mathbb{R}^N \rightarrow \mathbb{R}$ is a convex function, subject to a set $C$ of linear constraints on the components of the vector $\vec{u}$. We solve the program by following the ellipsoid method [9, 44, 48] – an archetypal cutting-plane technique.\footnote{While the ellipsoid method is famous for its worst-case running time bounds (it was the first to prove polynomial-time solvability of LP), it is not most efficient in practice. We chose the method because of the theoretical guarantees it provides; for an implementation, one may opt for other approaches, e.g., by possibly embedding our techniques into interior-point algorithms which are known to converge, in practice, after a small number of iterations, fairly independent of problem size [11, p. 8].} The method is based on iterative use of the following oracle: Given $\vec{u} \in \mathbb{R}^N$, check whether $\vec{u}$ is feasible (satisfies the constraints in $C$); if no – exhibit a constraint from $C$ violated by $\vec{u}$, if yes – evaluate $\nabla \text{COST}(\vec{u})$ (the gradient of the objective function at $\vec{u}$). The oracle thus outputs a hyperplane $H$ (if $\vec{u}$ is feasible, $H$ is perpendicular to $\nabla \text{COST}(\vec{u})$ – it is called the objective-function cut; otherwise, $H$ is the violated constraint – it is called the feasibility cut), which is used to update the ellipsoid for the next iteration (the update is carried out in $O(N^2)$ time via explicit formulas).

Remark 4. If $\text{COST}$ is not differentiable at $\vec{u}$, a subgradient of $\text{COST}$ must be used in place of the gradient (a vector $\vec{v}$ is a subgradient of $\text{COST}$ at $\vec{u}$ if $\forall \vec{p}, (\vec{p} - \vec{u}) \cdot \vec{v} \leq \text{COST}(\vec{p}) - \text{COST}(\vec{u})$; e.g., if $\text{COST}$ is differentiable at $\vec{u}$, then $\nabla \text{COST}(\vec{u})$ is a unique subgradient). Our cost function $\text{COST}$ will be piecewise-differentiable; thus, the weak subgradient calculus (i.e., finding one subgradient) is particularly simple in our case: just use the gradient from any differentiable piece incident to point of non-differentiability. Section D.2 gives the details.

The rate of convergence of the ellipsoid algorithm is as follows. For a set $S \subset \mathbb{R}^N$ let $\text{vol}(S)$ denote the ($N$-dimensional) volume of $S$.

**Theorem 4.** [44, Theorem 7.2.2] If the feasible set $C$ defines a full-dimensional polyhedron (i.e., $\text{vol}(C) > 0$) and if an ellipsoid $E_0$ containing $C$ is known initially, then after $2N \ln \frac{\text{vol}(E_0)}{\text{vol}(C)^{\frac{1}{N}}} \varepsilon$ ellipsoid iterations a feasible solution $\vec{u} \in C$ will be found such that $\text{COST}(\vec{u}) \leq \min_{\vec{v} \in C} \text{COST}(\vec{v}) + \varepsilon (\max_{\vec{v} \in C} \text{COST}(\vec{v}) - \min_{\vec{v} \in C} \text{COST}(\vec{v}))$.

3 The vector of hole potentials

The discussion in the previous section revolved around relations between potential functions, flows, thick paths and schemas. We now introduce a new, fifth element to the four elements shown in black in the chart at the bottom of the title page; the element and its relations to the old notions are shown in red.
A potential is a vector $\vec{u} = (u_0, u_1, \ldots, u_h, u_T)$ of $h + 2$ non-negative numbers, with $u_0 = 0, u_T = V$. A flow $\tilde{F}$ (not necessarily 0/1) is compatible with $\vec{u}$ if for any hole $H$ the amount of the flow sent below the hole is equal to its potential: $u_H = \int_p^{\tilde{x}} \tilde{F} \cdot \vec{f}$ where $p$ is an arbitrary point in $H$. Similarly, a schema $(\vec{\pi}, \vec{w})$ is compatible with $\vec{u}$ if for any hole $H$ the total width of wires that run below $H$ equals $u_H$. A potential $\vec{u}$ is called compatible if there exists a flow compatible with $\vec{u}$.

The potential vector is simply an extension of a potential function to holes (or a restriction of the function to holes, if one thinks of the potential function as being defined everywhere): since flow must vanish on any hole $H$, the potential function has to remain constant over $H$; thus, one can speak about the potential, $u_H$, of the whole hole. From now on, the term potential will mean a vector $\vec{u}$ of holes potentials (distinguishing from a potential function $U : D \mapsto \mathbb{R}^2$). We emphasize that compatibility of flow with a potential is defined for an arbitrary flow – not necessarily a 0/1 flow; this will be crucial in proving one of our main results – convexity of the objective function in our program for mincost flow (Lemma 8).

Potential is connected to the “primal” notions of wires and flows via the compatibility relation. In particular, any schema uniquely defines holes potentials compatible with the schema (just sum up the widths of wires running below each hole). More interestingly, any compatible potential $\vec{u}$ uniquely defines homotopy types and widths of paths in a schema compatible with $\vec{u}$; the next lemma gives a constructive way to do it, based on the bottommost fill (Section 2.4):

**Lemma 6.** A schema compatible with $\vec{u}$ (if one exists) can be computed in $O(nh)$ time.

**Proof.** Let $\mathcal{H}$ be the set of holes with 0 potential; bridge each hole in $\mathcal{H}$ to the bottom $\mathcal{B}$ and remove the bridge from $\mathcal{D}$ – this puts the holes outside the domain and thus transforms $\mathcal{D}$ into a domain $\mathcal{D}_1$ whose bottom, $\mathcal{B}_1$, goes above the holes in $\mathcal{H}$, but still below all other holes. E.g., in Fig. 1, middle, the bridges are the gray areas below the two holes connected to $\mathcal{B}$ (the exact shape of a bridge does not matter – it can be a segment or the whole area below the hole). No wire in any schema compatible with $\vec{u}$ is allowed to go between $\mathcal{H}$ and $\mathcal{B}$. On the other hand, at least one wire must go above $\mathcal{H}$ but below all the other holes; thus at least one wire must be homotopically equivalent to $\mathcal{B}_1$. So route the first wire $\pi_1$ along $\mathcal{B}_1$, and assign width $w_1 = x_1$ to it, where $x_1$ is the smallest positive potential in $\vec{u}$.

Recursively, take the holes having second smallest potential $x_2$, bridge them to $\mathcal{B}_1$, and run a wire of width $w_2 = x_2 - x_1$ along the bottom of the new domain. Continuing this way, we obtain a schema compatible with $\vec{u}$. Since we had no flexibility in deciding the homotopy types and width of the wires (both were dictated by $\vec{u}$), our construction shows that homotopy types and widths of wires in any schema compatible with $\vec{u}$ are uniquely defined by $\vec{u}$.

As for the running time, we can find the homotopy type of one wire in linear time by removing trapezoids below 0-potential holes from the trapezoidal decomposition of $\mathcal{D}$ and finding the lowermost path in the dual graph; this is iterated for all $O(h)$ values in the potential vector.

We denote the schema constructed in the above proof by SCHEMA($\vec{u}$). Let $F = FLOW(SCHR(P(SCHEMA(\vec{u})))$ be the flow composed from thick paths obtained by inflating SCHEMA($\vec{u}$). Clearly, $F$ is compatible with $\vec{u}$ and moreover, $F$ is the locally optimal flow among flows whose streamlines have homotopy types given by SCHEMA($\vec{u}$). From Lemma 2 we have:

**Lemma 7.** Let $\tilde{F}$ be any flow compatible with $\vec{u}$. Then $\int_D |F| \leq \int_D |\tilde{F}|$.

### 3.1 Another reformulation

The above discussion allows us to reformulate our problem as: **Find the potential $\vec{u}$ such that the area of the support of $FLOW(SCHR(P(SCHEMA(\vec{u})))$ is minimized**.\footnote{We now confess that the potential function is exogenous to our method; all we need to justify the reformulation in terms of $\vec{u}$ is the directed cycle through $\vec{u}$ and $F$ in the chart at the bottom of the title page. We nevertheless decided to keep $U$ in the picture since it explains and “motivates” the appearance of the potential vector $\vec{u}$. On a similar note we could get along without the continuous flow decomposition theorem (the $PATHS$ arrow in chart is not needed for the cycle through $\vec{u}$ and $F$) or even simply define a “geometric flow” as a collection of non-crossing thick paths (and use the theorem to justify such a definition); still, we believe that the gradual reformulation of the problem (first via thick paths, and then via potentials) helps to follow our thoughts.} Since $FLOW(\Pi)$ is a 0/1 flow, the area
of its support equals its integral over the domain. We thus write our problem as
\[
\min \int_{D} |\text{FLOW}(\text{SCHRП}(\text{SCHEMA}(\vec{u})))| \quad \text{s.t.} \quad \vec{u} \text{ is compatible}
\]
(2)

The next subsection proves that (2) is a convex program.

3.2 The convexity

We first prove convexity of the objective function in (2):

Lemma 8. Let \(\vec{u}_{1}, \vec{u}_{2}\) be two potentials; suppose each of \(\vec{u}_{1}, \vec{u}_{2}\) is compatible. Let \(F_{i} = \text{FLOW}(\text{SCHRП}(\text{SCHEMA}(\vec{u}_{i}))), i = 1, 2;\) let \(\vec{u} = (\vec{u}_{1} + \vec{u}_{2})/2,\) and let \(F = \text{FLOW}(\text{SCHRП}(\text{SCHEMA}(\vec{u})))\). Then \(2 \int_{D} |F| \leq \int_{D} |F_{1}| + \int_{D} |F_{2}|\).

Proof. Let \(\vec{F} = (F_{1} + F_{2})/2\) (the flow \(\vec{F}\) may be non-0/1). Since \(F_{i}\) is compatible with \(\vec{u}_{i}\), \(\vec{F}\) is compatible with \(\vec{u}\): for any hole \(H\) and \(p \in H, \int_{p} \vec{F} = (\int_{p} F_{1} + \int_{p} F_{2})/2 = (u_{1H} + u_{2H})/2 = u_{H}\). Thus, by Lemma 7, we have: \(2 \int_{D} |F| \leq 2 \int_{D} |F_{1}| + \int_{D} |F_{2}| \leq \int_{D} |F_{1}| + \int_{D} |F_{2}|.\) \(\square\)

Next, we prove the constraints in (2) are linear using a modification of the critical graph \(G\) of \(D\), which is a complete graph on holes, \(B\) and \(T\) [21]. For general (non-monotone) flows the length of an edge \(ij\) of \(G\) is equal to the distance between the holes \(i\) and \(j\); the length upper bounds the flow that may go between \(i\) and \(j\) [40]. For monotone flows, we define the critical graph \(\tilde{G}\) analogously; however, \(\tilde{G}\) will be directed because the length of an edge \(ij\) may not equal to that of \(ji\). Specifically, for a hole \(H\), let \(\tilde{H}\) (resp. \(\tilde{H}\)) denote \(H\) together with the area above (resp. below) \(H\) (see, e.g., gray areas in Fig. 1, middle); the length of the edge \(ij\) of \(\tilde{G}\), denoted \(\ell_{ij}\), is the distance between \(i\) and \(j\). We call edges of \(\tilde{G}\) bars (because they bar the flow, just like in the non-monotone case), and say that a bar \(ij\) is saturated if the flow across the bar is \(\ell_{ij}\) (Fig. 3; see also the figure on the title page).

Suppose that \(u_{i} > u_{j}\) in a potential \(\vec{u}\). Since the value \(u_{H}\) is the total amount sent below \(H\) by a compatible flow, any flow compatible with \(\vec{u}\) must send exactly \(u_{i} - u_{j}\) units above \(j\) but below \(i\) (cf. proof of Lemma 6). On the other hand, the amount of flow above \(j\) but below \(i\) cannot exceed \(\ell_{ij}\). Thus, the bar \(ij\) enforces the constraint \(u_{i} - u_{j} \leq \ell_{ij}\) on the potentials:

Lemma 9. If \(\vec{u}\) is compatible, then for every bar \(ij\), \(u_{i} - u_{j} \leq \ell_{ij}\).

To show linearity of the constraints in (2) it remains to prove the converse of Lemma 9:

Lemma 10. If for every bar \(ij\), \(u_{i} - u_{j} \leq \ell_{ij}\), then \(\vec{u}\) is compatible.

Proof. The lemma is proved constructively with the bottommost fill (Section 2.4), similarly to Lemma 6: Every hole \(H\) with \(u_{H} = 0\) is bridged to \(B\) with \(H\); let \(B_{1}\) be the bottom of the obtained domain. Offset \(B_{1}\) inside the domain by \(x_{1}\) where \(x_{1}\) is the smallest positive potential in \(\vec{u}\), and let \(B_{1}'\) be the upper boundary of the offset. By the standard bottommost-fill arguments [6, 40] one can show that (1) \(x_{1}\) units of flow can be routed between \(B_{1}\) and \(B_{1}'\), and (2) no bar \(ij\) between \(i \in H\) and \(j \notin H\) is oversaturated by the flow. Recursively, route \(x_{2} - x_{1}\) of flow between \(B_{1}'\) and the holes with the next-smallest potential \(x_{2}\), and so on.

By Lemmas 9 and 10, we can rewrite (2) as
\[
\min \int_{D} |\text{FLOW}(\text{SCHRП}(\text{SCHEMA}(\vec{u})))| \quad \text{s.t.} \quad u_{i} - u_{j} \leq \ell_{ij} \quad \forall (i, j)
\]
(3)

This is the final reformulation of our problem.
4 MaxFlow/MinCut Theorems

In this section we temporarily switch attention from minimum-cost to maximum flows and demonstrate the power of the potentials method by proving MaxFlow/MinCut theorems – both for monotone flows and for general ones. The theorem for general flows reads (see Appendix C for our new proof):

**Theorem 11.** [40] The maximum value of an $S$-$T$ flow in $D$ is equal to the length of the shortest $B$-$T$ path in the critical graph $G$.

Here we state and prove a similar result for monotone flows:

**Theorem 12.** [Monotone MaxFlow/MinCut theorem] The maximum value of a monotone $S$-$T$ flow in $D$ is equal to the length of the shortest $B$-$T$ path in the directed critical graph $\tilde{G}$.

Tools set up in Section 3 allow us to give a 1-line proof of Theorem 12: To formulate the maxflow problem as a math program, change the objective function in (3), so the program reads

$$\max u_T - u_B \quad \text{s.t.} \quad u_i - u_j \leq \ell_{ij} \quad \forall (i, j)$$

(4)

but this is exactly the familiar dual program for shortest $B$-$T$ path in $\tilde{G}$ (see, e.g., [2, program (9.9)]).

5 Applying the ellipsoid method

We now switch back to our main problem—computing mincost monotone flow—which we reformulated as a convex program (3). We use the ellipsoid algorithm to solve it (see Section 2.5 for a recap of the algorithm’s essentials).

**The oracle** Finding a separating hyperplane amounts, at every iteration, to checking whether a given potential is feasible (compatible). If no, we do feasibility cut – either while solving the SCHRP or by explicitly checking the constraints (Appendix D.1). If yes, we do objective-function cut using automatic differentiation [8, 12, 23, 43], with weak subgradient calculus implemented via symbolic perturbation (Appendix D.2).

**Feasible set volume** Successful application of the ellipsoid method crucially depends on ensuring that the feasible set $C$ of the program is full-dimensional, and, moreover, on exhibiting a lower bound on $\text{vol}(C)$ (see Theorem 4). A standard way to achieve the full-dimensionality is to change the variables to a basis in the affine subspace spanned by $C$; we could easily do that with our program (3). On the contrary, off-the-shelf techniques for bounding $\text{vol}(C)$ away from 0 do not work for us: the techniques derive volume bounds from the encoding size of integers/rationals in the input (see, e.g., [47, Section 2.2]), but in our case (even though we assume that the coordinates of $D$ are specified with integers) the right-hand-sides of the constraints in (3) may contain square roots since they represent lengths of edges of the critical graph $\tilde{G}$. We therefore give a lower bound on $\text{vol}(C)$ by exploiting specific properties of our problem. Specifically, we identify two cases when the feasible set of the program (3) collapses: (a) pairs of holes are forced to have the same potential because the distance between them in $\tilde{G}$ is 0, and (b) the flow is a maxflow. In the first case we merge holes whose potentials are forced to be equal. In the second case we fix potentials of holes along the mincut. We prove that after the hole merging and potential fixing has been done, the feasible set (for the remaining, non-fixed potentials) is full-dimensional; we do it constructively, by exhibiting an interior point of the set. Moreover, we show that there is a non-negligible “slack” in the amount of flow sent along different-homotopy paths in a flow compatible with the point. This implies that there is a slack also in the values of compatible potentials; quantifying the slack gives a lower bound on $\text{vol}(C)$. The details are in Appendix E; here we state the final result (recall from Section 1.1 that $n, L$ denote the number of vertices of $D$ and the largest integer coordinate of a vertex): $\text{vol}(C) \geq \frac{(2\epsilon)^h}{(n^h L)^{n^h}}$.

**Number of iterations** Theorem 4 implies that $O(h^2 \log \frac{2L}{\epsilon})$ iterations suffice for $\epsilon$-approximation: the maximum possible flow cost is $L^2$, we have at most $h$ variables ($N \leq h$), $\text{vol}(C)$ is bounded as above, and a radius-$L$ ball may be used as the starting ellipsoid $E_0$ (see Appendix F for the details).

**Remark 5.** Instead of the radius $L$-ball centered at the origin, as a warm-start ellipsoid we could use an approximation to the smallest-volume ellipsoid containing the feasible set; finding the optimal such
ellipsoid is hard, but finding an approximation is easy: just take a dilated copy of the largest ellipsoid
inscribed into the feasible set [5, 30, 53] – by the famous result of John [28] the volume of the ellipsoid is
not much larger than that of the set. Such an approach, however, would be less efficient asymptotically.

**Time per iteration** At each ellipsoid iteration we start from computing \( \text{SCHRP}(\text{SCHEMA}(\vec{u})) \); by
Lemma 1 it takes \( O(nh \log n) \) time since \( \text{SCHEMA}(\vec{u}) \) has at most \( h + 1 \) wires. Feasibility of \( \vec{u} \) can be
checked either while solving the SCHRP or by checking the \( O(h^2) \) constraints written out explicitly
(Section D.1). After SCHRP is solved, the area of the thick paths can be calculated in time proportional
to their complexity: since each path has \( O(n) \) complexity and there are at most \( h + 1 \) paths, the cost of \( \vec{u} \)
can be computed in \( O(nh) \) time; the same time is spent taking the gradient with autodiff (Section D.2).
Since we have \( O(h) \) variables, ellipsoid update takes \( O(h^2) \) time (Section 2.5). Overall, one iteration
completes in \( O(nh \log n) \) time.

From the two preceding paragraphs we obtain our final result:

**Theorem 13.** An \( \varepsilon \)-approximate flow can be found in \( O(nh^3 \log^2 \frac{nL}{\varepsilon}) \) time.

**Concluding remarks** Extending the potential method for finding maximum discrete flows in planar
networks, we explored the use of holes potentials for continuous flows in polygonal domains. We showed
how to find a monotone flow with (almost) minimum cost, using holes potentials as variables in a convex
program. We also proved MaxFlow/MinCut theorems for monotone and general flows. It would be
interesting to see if the potentials method can be applied to finding non-monotone mincost flows: almost
all discussion in this paper applies to the general flows as well, the only exception is that in general a
potential does not define homotopy types uniquely (see, e.g., Fig. 5 in Appendix C). We believe that
the general case may be solved using a “primal” program, with variables associated with edges of the
visibility graph of the domain; however, proving convexity of the program seems hard in this case.
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we determine in which polygon \( D \) (simple) closed curve. For that we imagine that the source \( S \) and the sink \( T \) running outside of the domain. Now we can have a non-zero circulation around any hole and around circulations flows and obstacles. To remedy this we consider \( \text{circulations} \), i.e., \( \text{flows} \) whose every streamline is a \( \text{closed curve} \). For that we imagine that the source \( S \) and the sink \( T \) are connected with a tube running outside of the domain. Now we can have a non-zero circulation around any hole and around the top \( T \); however no streamline may go around the bottom \( B \). We consider only circulations in which the flow goes counterclockwise along every streamline. There is an obvious one-to-one correspondence between flows in the original domain and circulations in the domain with the tube; in particular, the value

\[ \text{Appendix} \]

\section{SCHR algorithm}

For \( k \in \{1 \ldots K\} \), let \( \pi_k \) be the \( k \)-th wire in \( \pi \), and let \( \bar{\pi}_k \) be the centerline of the \( k \)-th thick path in the solution to the SCHR (so \( \bar{\pi}_k \) is homotopically equivalent to \( \pi_k \)). For a hole \( H \), let \( d_k(H) \) denote the \( k \)-th depth of \( H \), which is equals \( w_k/2 \) plus the total width of those paths from \( \bar{\pi} \) that separate \( H \) from \( \pi_k \) (Fig. 1, left). We compute the depths hole-by-hole. Specifically, assume the paths in \( \bar{\pi} \) are numbered \( 1 \) through \( K \) in the order they appear along \( S \) from bottom to top. Add the bottom \( B \) of the domain to the set \( \bar{\pi} \) as path number 0: \( \bar{\pi}_0 = B \). Add the top \( T \) as path number \( K + 1: \bar{\pi}_{K+1} = T \). For \( i, j \in \{0, \ldots, K + 1\} \) such that \( i < j \), let \( \bar{D}_i \) be the part of \( \bar{D} \) between \( \bar{\pi}_i \) and \( \bar{\pi}_j \). For each hole \( H \) we determine in which polygon \( \bar{D}_k \) it lies; this is enough to infer \( d_k(H) \) (total width of paths lying between \( \pi_k \) and \( H \)) in constant time (assuming the total widths of paths from \( i \) to \( j \) were precomputed for all \( i, j \), which takes \( O(h^2) \) time). We determine \( l \) by binary search. There are \( \log K \) steps in the search, and one step is a point-in-polygon query “Does an arbitrary point from \( H \) lies inside a polygon \( \bar{D}_k \) for some \( i, j \)?” If each path in \( \bar{\pi} \) has \( O(n) \) edges, then \( \bar{D}_k \) has \( O(n) \) vertices, so the query can be answered in \( O(n) \) time. Overall we spend \( O(h^2) \) to precompute partial sums of paths widths, \( O(n \log K) \) time per hole to determine in which polygon it lies, and then \( O(1) \) time per hole \( H \) per \( k \) to determine the depth \( d_k(H) \); altogether computing the depths takes \( O(h^2 + Kh + nh \log K) = O(Kh + nh \log K) \) time.

To define the free space for the path \( \bar{\pi}_k \), we bridge the holes below \( \pi_k \) to \( B \), and the holes above \( \pi_k \) to \( T \) (Fig. 1, middle). Let \( \mathcal{O}_k \) denote the set of obstacles obtained after inflating all holes by their \( k \)-th depths (\( \mathcal{O}_k \) are called \emph{conservative} obstacles in [42] since each hole \( H \) is inflated so as to leave just enough space for the appropriate thick paths to squeeze in between \( H \) and the \( k \)-th thick path, \( \langle \bar{\pi}_k \rangle_{(w_k/2)} \), from the SCHR solution); Fig. 1, right. In [42] it was shown that \( \bar{\pi}_k \) is the shortest \( S-T \) path (homotopically equivalent to \( \pi_k \)) that avoids \( \mathcal{O}_k \). (The necessity of \( \bar{\pi}_k \) avoiding \( \mathcal{O}_k \) is obvious – otherwise there is not enough space for the thick paths to squeeze in, without overlap, between the thick path \( \langle \bar{\pi}_k \rangle_{(w_k/2)} \) and some hole; [42] also showed the sufficiency.) It was also shown in [42] that \( \mathcal{O}_k \) is a union of \( O(n) \) pseudodisks, and thus the free space for \( \bar{\pi}_k \) is an \( O(n) \)-complexity splinegon which can be built in \( O(n \log n) \) time.

\section{Flow from thick paths}

\section{Proof of Theorem 11}

Unlike in the monotone case, for non-monotone flows a potential does not define a compatible schema uniquely (Fig. 5). In fact, it is not straightforward even to define the very notion of “above/below” for flows and obstacles. To remedy this we consider \emph{circulations}, i.e., \emph{flows} whose every streamline is a (simple) closed curve. For that we imagine that the source \( S \) and the sink \( T \) are connected with a tube running outside of the domain. Now we can have a non-zero circulation around any hole and around the top \( T \); however no streamline may go around the bottom \( B \). We consider only circulations in which the flow goes counterclockwise along every streamline. There is an obvious one-to-one correspondence between flows in the original domain and circulations in the domain with the tube; in particular, the value


Definition 14. A potential is a vector $\vec{u} = (u_B, u_1, \ldots, u_h, u_T)$ of $h + 2$ non-negative numbers, with $u_B = 0$. A flow $\tilde{F}$ is compatible with $\vec{u}$ if the total flow around each hole $H$ is $u_H$ (Fig. 6).

The analog of Lemma 9 clearly holds (with $\ell_{ij}$ being the length of edge $ij$ in the undirected critical graph $G$):

Lemma 15. If there exists a circulation compatible with $\vec{u}$, then for every pair $\{i, j\}$ of holes $u_i - u_j \leq \ell_{ij}$.

Indeed, $|u_i - u_j|$ units of a compatible flow must go between holes $i$ and $j$; if $|u_i - u_j| > \ell_{ij}$, there is not enough space for the flow to squeeze in between the holes.

It remains to prove the converse of Lemma 15:

Lemma 16. If $|u_i - u_j| \leq \ell_{ij}$ for every pair $\{i, j\}$ of holes, then there exists a circulation compatible with $\vec{u}$.

Proof. The lemma is proved constructively with a kind of “bottommost fill”; we put bottommost fill in quotes because our proof does not follow the vanilla bottommost fill paradigm (Section 2.4): instead of filling $D$ with flowlines that run close to the bottom $B$, we route the flowlines (or, actually, circulationlines) close to every hole simultaneously. In particular, our “bottommost fill” does not treat $B$ (nor $T$) differently from any other hole.

If we ignore the capacity constraints, one way to create a flow compatible with $\vec{u}$ is to circulate flow $u_H$ counterclockwise around every hole $H$.

Let us now take capacity constraints (i.e., distances between holes) into account. If $H$ is the only hole, to circulate flow $W$ around $H$, it is sufficient to have space $\langle H \rangle^{(W)}$ for the flow – the flowlines are the (outer) boundaries of sets $\langle H \rangle^{(w)}$ for $w$ varying from 0 to $W$.

Now consider two holes, $H_1$ and $H_2$ with potentials $u_1$ and $u_2$ and distance $\ell \geq |u_1 - u_2|$. If $u_1 + u_2 \leq \ell$, we may just circulate the flows around the holes separately. Otherwise we have to circulate flow $u_i - c$ around hole $H_i$ and flow $c$ around both holes, for some amount $c$. Since the flows may not overlap, we should have $(u_1 - c) + (u_2 - c) \leq \ell$, or $2c \geq u_1 + u_2 - \ell$. If we choose $c = \frac{u_1 + u_2 - \ell}{2}$, ...
We describe how to find a separating hyperplane, which amounts to checking at every iteration whether a given potential \( \vec{u} \) with the current potential, which gives us the violated constraint \( H \) we may circulate the flow around both holes.

When we have several holes (as well as bottom \( B \) and top \( T \)) and a potential vector \( \vec{u} \), we may use a similar strategy of inflating and merging the holes to form a flow compatible with \( \vec{u} \). Let \( V = u_T \) be the potential of the top. Increase the flow around holes continuously. Start inflating hole \( i \) at time \( t_i = V - u_i \), and inflate the hole at unit speed. At time \( t \), hole \( i \) is inflated to \( \langle i \rangle^{w_i(t)} \) where \( w_i(t) = \max(0, t - t_i) \), and flow \( w_i(t) \) circulates around the hole. When two inflated holes bump into each other we merge them into one and start increasing flow around the merged hole; refer to Fig. 7. (Note: the time \( t \) starts at \(-\infty\) and not at \( 0 \) because some holes may have potential higher than \( V \).

Since we start increasing flow around hole \( i \) at time \( V - u_i \), at time \( V \) the hole has potential \( u_i \) as required. We now prove that our construction does not get stuck before time \( V \). First of all observe that the only possible times when we cannot continue the inflation are “events” time, when holes bump into each other. The events are of 2 types: (1) when two inflated holes collide (each possibly being a merger of few other holes), and (2) when an inflated hole (possibly a merger of others) bumps into a hole \( H_i \) that has not yet started to inflate. (Assume w.l.o.g. that all event times are distinct.)

We cannot get stuck at a type-1 event: when the event happens we just merge the holes and continue routing flow around the merged holes. Now consider a type-2 event: say, an inflated hole \( j \) bumps into a non-inflated hole \( i \). The event time \( t \) is less than \( V - u_i \) – the time when \( i \) will start inflating (so at time \( t \) no flow goes around \( i \) yet, and we get stuck since we cannot yet merge the holes and start routing flow around the merger; in other words, hole \( j \) started inflating too early because the potential \( u_j \) is too high). But at time \( t \), the hole \( j \) has been inflated only by the width \( w_j(t) = t - t_j = (V - u_i) - (V - u_j) = u_j - u_i \leq \ell_{ij} \); thus by the time \( t \), the inflated \( j \) could not have reached \( i \) – a contradiction.

From Lemmas 15 and 16, and observing that the value of the flow is equal to the circulation \( u_T \) around the top \( T \), we have that the maximum flow problem may again be formulated as the program (4) (with \( \ell_{ij} \) being the length of edge \( ij \) in the critical graph \( G \)). This finishes our proof of Theorem 11.

D Oracle details

We describe how to find a separating hyperplane, which amounts to checking at every iteration whether a given potential \( \vec{u} \) is feasible (compatible). If \( \vec{u} \) is not compatible, we have to produce a feasibility cut, otherwise – produce an objective-function cut.

D.1 Feasibility cut: on-the-fly in SCHRP or by explicit constraints check

The ellipsoid algorithm (just like any other separation-based method) does not need to have the constraints listed upfront; all that is needed is a separation oracle that produces a violated constraint for an infeasible point. In our case, the oracle can be embedded into the SCHRP algorithm: if we are not able to route the centerline for the \( k \)th thick path (for some \( k = 1 \ldots K \)), we detect which bridged-and-inflated holes \( \langle i \rangle^{d_k(i)}, \langle j \rangle^{d_k(j)} \) (refer to Fig. 1, right) have separated the source from the sink (because \( \langle i \rangle^{d_k(i)} \cap \langle j \rangle^{d_k(j)} \neq \emptyset \); this tells us that the bar \( ij \) is oversaturated by the would-be flow compatible with the current potential, which gives us the violated constraint \( u_i - u_j \leq \ell_{ij} \). Still, if one wants to
write the constraints of (2) explicitly, one can build the areas \( H, \bar{H} \) for each hole \( H \) (overall \( O(nh) \) time trivially), and compute the values \( \ell_{ij} \) for all \( i, j \) in total \( O(nh) \) time using the linear-time algorithm for finding the distance between simple polygons \([3]\) (the total running time is \( O(nh) \) because it is \( O(\sum_i \sum_j (n_i + n_j)) = O(2 \sum_i \sum_j n_j) = O(2 \sum_i n) = O(hn) \) where \( n_j \) is the complexity of hole \( j \)).

### D.2 Objective-function cut: via automatic differentiation

We do not know a general formula for the cost, \( \int_D \text{FLOW}(\text{SCHEMA}(\vec{u})) \), of a potential \( \vec{u} \) (i.e., formula that would hold for any potential \( \vec{u} \)), nor do we know how to split the potentials space into cells such that within one cell the formula would be the same; this is because the formula for the cost varies depending on the homotopy types of the thick paths \( \text{SCHEMA}(\vec{u}) \) and on the vertices of \( D \) on which the paths bend. Nevertheless, for a given potential \( \vec{u} \) computation of the cost is a program producing the cost formula valid in some neighborhood of \( \vec{u} \); thus the gradient of the cost can be obtained using automatic differentiation with back-propagation (autodiff), which takes asymptotically the same time as computing the cost itself \([8, 12, 23, 43]\).

In the autodiff, computation is viewed as calculation of a sequence of values \( x_1, \ldots, x_N \), where \( N \) is the number of steps in the algorithm and \( x_N \) is the output. In our case, \( x_N \) is the cost of \( \vec{u} \), and the first values \( (x_1, \ldots, x_h) = \vec{u} \) are the input to the algorithm. Each other value \( x_i \) is a temporary value computed from some set \( \phi(i) \) of the earlier values. The derivative of \( x_N \) w.r.t. \( x_i \) is taken using the chain rule \( \frac{\partial x_N}{\partial x_i} = \sum_{j : i \in \phi(j)} \frac{\partial x_N}{\partial x_j} \cdot \frac{\partial x_j}{\partial x_i} \); this way all the derivatives of the output can be computed in reverse order from \( N \) to 1 starting from the base case \( \frac{\partial x_N}{\partial x_N} = 1 \). Autodiff splits the computation into small steps such that during one step the value \( x_j \) is computed from the previous values using a constant-size formula, so that the partial derivative \( \frac{\partial x_j}{\partial x_i} \) can be also computed in constant time. Thus overall the gradient of the cost can be computed within the same time bound as computing the cost itself.

**Weak subgradient calculus (finding a subgradient)**

It remains to show how to compute a subgradient of the cost at a point where the cost is not differentiable. Let us look closer at when we may need to do this.

First, if no two holes have equal potentials in \( \vec{u} \), then small changes in the potential will not lead to appearance or disappearance of paths in the solution; hence the formula for the cost will locally stay the same, implying that cost is differentiable at \( \vec{u} \) (in this abstract we ignore the degenerate case when the boundary of a thick path touches a vertex of \( D \) but does not bend on it, so a small change in the path thickness changes the formula for the cost). As a corollary we obtain that non-differentiable points have measure 0 in the space of potentials. Next, if \( \vec{u} \) is on the boundary of the feasible set, then at least one bar is saturated, i.e., \( u_i - u_j = \ell_{ij} \) for some \( i, j \), and we may use the constraint \( u_i - u_j \leq \ell_{ij} \) as a feasibility cut. It follows that we may need to compute a subgradient only when \( \vec{u} \) is strictly inside the feasible set (and when some holes have equal potentials). But when \( \vec{u} \) is strictly feasible, a small perturbation keeps the potential feasible, and since non-differentiable points have measure 0, the perturbation will “likely” move the potential to a differentiable point.

We could have stopped at the above argument and say that we apply “small random” perturbation...
We start from a useful observation that follows from integrality of coordinates of vertices of $D$. We merge such holes into one by a vertical segment (Fig. 10) and have a single variable in our program which we look at $V$ exact we perform the perturbation symbolically, obtaining an exact subgradient at $\vec{u}$ as the limit of the gradient at a differentiable point close to $\vec{u}$, as detailed next.

As observed above, the non-differentiability stems from equal-potential holes in $\vec{u}$. Assume for simplicity that a set $\mathcal{H}$ of holes has potential 0 in $\vec{u}$, and the other holes potentials are distinct; our method extends directly to the general case. To break the equality of potential, assign values $\varepsilon, 2\varepsilon, \ldots, |\mathcal{H}|\varepsilon$ to the holes in $\mathcal{H}$ arbitrarily; this moves $\vec{u}$ to a perturbed point $\vec{u}^\varepsilon$ (Fig. 8). Compute the cost of the perturbed solution; during the computation treat $\varepsilon$ symbolically, as a variable; in particular, treat it as an input variable for the autodiff. Since in $\vec{u}^\varepsilon$ the potentials of all holes are different, the cost is differentiable at $\vec{u}^\varepsilon$; using autodiff, we obtain the gradient of the cost at $\vec{u}^\varepsilon$ as a function of $\varepsilon$. The limit of this function at $\varepsilon = 0$ is the desired subgradient at $\vec{u}$.\footnote{The same technique could be applied, instead of the autodiff, also at a point where cost is differentiable: To take partial derivative of cost w.r.t. $u_H$, change $u_H$ to $u_H + \varepsilon$; this will change the widths of the thick paths $\Pi_k, \Pi_{k+1}$ from \textsc{SCHRP(Schema($\vec{u}$))} that are immediately above and below the hole $H$ (width $\varepsilon$ will be flipped from one of the paths to the other). Write the formula for the total area of the new collection of thick paths (note that changing the widths of $\Pi_k, \Pi_{k+1}$ may influence areas of the other paths in the collection, just like in Fig. 8 green paths influence the original, blue ones); again, treat $\varepsilon$ symbolically. The formula will consist of $O(nh^2)$ terms (one term per segment or circular arc in the centerline of each thick path); each term is an elementary function. Differentiate the formula w.r.t. $\varepsilon$, and substitute $\varepsilon = 0$ to obtain the gradient. Such approach, however, will take $O(nh \log n)$ time per hole $H$ (at least when implemented directly, hole-by-hole); thus overall, autodiff outperforms this by a factor of $h$.}

![Figure 9](image) The smallest possible distance between a vertex $v$ and an edge $uw$ is $\frac{1}{\sqrt{L^2 + 1}} > \frac{1}{2L}$.

to compute the gradient at the perturbed potential and use it as an approximation to the subgradient at the non-differentiable potential $\vec{u}$. Such an option, however, would bring further questions: How small should the perturbation be, what kind of randomness to use, etc. To avoid dealing with such questions, we perform the perturbation symbolically, obtaining an exact subgradient at $\vec{u}$ as the limit of the gradient

E Feasible set volume: the details

We start from a useful observation that follows from integrality of coordinates of vertices of $D$; the proof is in Figure 9 (see also [24, Section 2]):

**Lemma 17.** The smallest non-0 distance between holes in $D$ is larger than $\frac{1}{2L}$.

The next two subsections identify two cases in which $\text{vol}(C) = 0$ and describe what to do if these cases are encountered. In the last subsection we prove that these are the only cases in which the feasible set is not full-dimensional, and bound $\text{vol}(C)$ away from 0. We also introduce the “resolution” of $\frac{\varepsilon}{nh}$ with which we look at $V$; the resolution allows us to ignore cases when $V$ is too small or when $V$ is too close to the maxflow.

E.1 $\ell_{ij} = \ell_{ji} = 0 \implies$ Holes merging

One reason why the feasible set of program (3) may collapse is because there may be holes $i, j$ with both $\hat{i} \cap \hat{j} \neq \emptyset$ and $\hat{j} \cap \hat{i} \neq \emptyset$, which implies $\ell_{ij} = \ell_{ji} = 0$ and enforces $u_i = u_j$. To deal with this we merge such holes into one by a vertical segment (Fig. 10) and have a single variable in our program for the potential of the merged hole. Algorithmically, we can discover such cases in $O(nh^2)$ time in a preprocessing step: build $H, \bar{H}$ for every holes $H$ (linear time), compute $\ell_{ij}$ for all tuples $(i, j)$ of holes ($O(nh)$ time, see end of Section D.1), merge each tuple with $\ell_{ij} = \ell_{ji} = 0$; repeat (there are at most $h$ repetitions because at least 2 holes merge at each).
i
j

Figure 10: No monotone flow can go between $i$ and $j$, so the potentials of the holes must be the same; we merge the holes into one.

Figure 11: $\ell_{HB} = \ell_{EH} = \ell_{TE} = 1, \ell_{TH} = 2$; maxflow=3 (both $B-H-T$ and $B-H-E-T$ are mincuts). The problem splits into three: finding mincost flows of value 3 from $S$ to $B-H-E-T$ and from $B-H-T$ to $T$, and mincost flow of value 2 from $B-H-E-T$ to $B-H-T$.

E.2 $V = \text{maxflow} \implies \text{Domain splitting}$

Another (in fact, the other, as we prove next) case when the feasible set has 0 volume is when $V$ is equal to the maximum flow value. In this case potentials along a mincut (i.e., potentials of the holes lying on a shortest $B-T$ path in the critical graph $G$) are locked to their shortest-path distances from $B$ in $G$; we therefore set these potentials and no longer treat them as variables in our program. In addition, we split our problem into two: finding mincost flow from $S$ to the mincut and finding mincost flow from the mincut to $T$; since any maxflow crosses the mincut perpendicularly to the mincut’s bars, the solutions to the subproblems match at the mincut. We then check if $D$ has still another mincut in each of the subproblems (it is possible that the domain has several mincuts); if it is the case, we recursively subdivide each subproblem. Note that if $D$’s mincuts overlap, the target flow value in a subproblem may be less than $V$; refer to Fig. 11.

After potentials of the holes along the mincut(s) are fixed, these potentials are no longer variables in our program, i.e., we treat only the potentials of the other holes as variables in the program. We call the holes with non-set potentials free.

Overall we have at most $h + 1$ subproblems and the total number of free holes in all subproblems is at most $h$. Since subproblems are completely independent, the lower bound on the volume of the feasible set of a subproblem carries over to the original problem (it does not matter whether we solve every subproblem separately or whether we solve the original problem whose feasible set is the Cartesian product of the feasible sets for the subproblems). From now on we concentrate on a single subproblem. Abusing the notation, we will use $h, V$ to denote the number of free holes and the target flow value within the subproblem and in general, we will call the subproblem just the problem; e.g., $D$ will denote the domain for the subproblem, etc. There are two exceptions: $n, L$ still denote the number of vertices and the largest integer coordinate in the original, unsplit domain.

E.3 Very large or very small $V$

Before giving the lower bound on the volume of the feasible set, we get rid of two more cases. In the first one the (sub)problem is “complicated” and our bound on $\text{vol}(C)$ is not good enough; we split the problem further into two subproblems (while increasing the cost of the solution by at most $2\varepsilon$). In the
second case the (sub)problem is “simple” but there is no bound on \(\text{vol}(C)\); we do not solve the problem at all (again, increasing the cost by at most \(2\varepsilon\)).

**V > maxflow \(- \frac{\varepsilon}{nL}\) \(\implies\) Further splitting** Let \(M\) be the value of the maximum flow (equivalently, the mincut length) in \(D\). Below, we will obtain a lower bound on \(\text{vol}(C)\) in terms of \(M - V\). Even though we know that \(V < M\), our bound may be arbitrarily bad (i.e., arbitrarily close to 0) because \(V\) may be arbitrarily close to \(M\). To address this we impose a “resolution” of \(\frac{\varepsilon}{nL}\) on \(V\). Specifically, if \(V > M - \frac{\varepsilon}{nL}\), we fix the potentials along the mincut and split the domain along it (just as we did above in the case \(V = M\)). Due to the possibly suboptimal setting of the potentials, some flow may go on the “wrong side” of some holes in comparison with the optimal solution. However, since the total amount of the wrongly routed flow is at most \(\frac{\varepsilon}{nL}\), the total increase in the cost of the solution is at most \(2\varepsilon\) – (the centerlines of) wrongly routed paths have total length at most \(2nL\) (they consist of at most \(n\) segments and \(n\) arcs, each of length at most \(L\)) and hence the total area of the paths is at most \(\frac{\varepsilon}{nL}2nL\).

(This argument is equivalent to saying that the cost is a Lipschitz function – a standard condition used to bound the approximation error in convex optimization.)

**V < \(\frac{\varepsilon}{nL}\) \(\implies\) Arbitrary flow** To obtain a lower bound on the volume of the feasible set we must get rid of (sub)problems in which \(V\) is very small (because, obviously, \(V \to 0\) implies \(\text{vol}(C) \to 0\)). Specifically, if \(V < \frac{\varepsilon}{nL}\), we route the flow arbitrarily (e.g., using the bottommost fill). Since we are routing so little flow, it will have little effect on the cost – as above, routing \(\frac{\varepsilon}{nL}\) of flow incorrectly may result in the cost increase of at most \(2\varepsilon\).

**Remark 6.** Even though the discussion above focused on a single subproblem, in fact, the resolution brings up an additional error of at most \(2\varepsilon\) overall for all subproblems; this is because \(n, L\) relate to the original, unsplit domain \(D\). (We could also multiply the resolution error by \(h + 1\) – the maximum possible number of subproblems; this would have no effect on the asymptotic running time of our algorithm.)

**E.4 The lower bound**

We are finally ready to show that (under the above assumptions – holes merged, problem split, \(\frac{\varepsilon}{nL} < V < M - \frac{\varepsilon}{nL}\)) the volume of the feasible set can be lower-bounded:

**Lemma 18.** \(\text{vol}(C) \geq \frac{(2\varepsilon)^h}{(n^2L)^h/h!}\).  

**Proof.** We use bottommost fill with “early jump-overs” to (quantifiably) undersaturate bars and to ensure that all holes have (quantifiably) different potentials. Assume first that in \(\tilde{G}\) the (shortest-path) distances from \(B\) to all holes are distinct. Let \(\delta = \frac{\varepsilon}{nL}\). Perform the bottommost fill, but start routing on the other side of a hole as soon as either (a) a bar leading to the hole is \(\delta\) short of saturation, or (b) the total amount of flow that remains to be routed is \(\delta(h' - 1)\) where \(h'\) is the number of holes that are currently above the flow (Fig. 12). That is, while a lot of flow remains to be routed (more than \(\delta(h' - 1)\)), keep routing as in (a) – which is exactly the bottommost fill but with the capacity of each bar reduced by \(\delta\). When \(\delta(h' - 1)\) of flow remains to be routed, switch to (b) and never come back to (a): route \(\delta\) of flow and jump over the hole; this is repeated \(h' - 1\) times (such routing is still like bottommost fill but with the capacity of each bar equal to \(\delta\)). Since \(V < M - \frac{\varepsilon}{nL}\), routing as in (a) is possible (even if we never get to (b)); since \(V > \frac{\varepsilon}{nL}\), there is enough flow to do (b) (even if never do (a) and start from (b) right away), and since \(\delta < \frac{1}{2L}\) there is enough space between holes to route as in (b) – by Lemma 17, \(\delta\) is smaller than the minimum distance between holes.

Let \(\bar{u}\) be the potential compatible with the flow. By construction, it is possible to flip up to \(\delta\) flow from one side of any hole to the other (by Lemma 17, \(2\delta\) is still smaller than the minimum distance between the holes, so even if we routed as in (b), extra \(\delta\) can be safely added between holes). Thus for any \(i = 1, \ldots, h\), the points \(\tilde{p}_i = \bar{u} + \delta\bar{e}_i\) and \(\tilde{q}_i = \bar{u} - \delta\bar{e}_i\) are feasible, where \(\bar{e}_i\) is the unit vector along the \(i\)th axis in the potentials space \(\mathbb{R}^h\). Since the feasible set is convex, it contains the convex hull of the points \(\left\{\tilde{p}_i, \tilde{q}_i\right\}_{i=1}^h\). The convex hull is bounded by \(2^h (h - 1)\)-simplicies; the volume between \(\bar{u}\) and each simplex is \(\frac{1}{h!} \det(\delta\bar{e}_1, \delta\bar{e}_2, \ldots, \delta\bar{e}_h) = \delta^h/h!\). Thus the volume of the convex hull is \((2\delta)^h/h!\).
Figure 12: Free space of length $\delta$ (darkgreen) is left on each bar in the shortest-paths tree from $B$ in $\tilde{G}$ up to hole 3. Some amount flow is routed between 3 and 4, and then just enough flow remains to route $\delta$ uniformly between the remaining holes.

We now lift the assumption that all holes have distinct shortest-path labels in $\tilde{G}$. Perform the same bottommost fill as above. When the fill reaches holes with the same label, arbitrarily order the holes and route $\delta' = \delta/h$ between every pair of consecutive holes in the order (Fig. 13); since $\delta' h$ is smaller than the smallest distance between holes, no bar gets saturated. Analogously to the above, in the obtained flow $\delta'$ units can be flipped from one side of any hole to the other, and hence the feasible set has volume at least

$$\frac{(2\delta')^h}{h!} = \frac{(2\delta)^h}{h^h h!} = \frac{(2\varepsilon)^h}{(nh^2 L)^h h!}$$

Remark 7. We do not have to find the potential $\vec{u}$ algorithmically (even though we could); showing its existence suffices.

F Number of iterations

To bound the number of iterations we use Theorem 4 which we restate here for ease of reference:

Theorem 19. If the feasible set $\mathcal{C}$ defines a full-dimensional polyhedron (i.e., $\text{vol}(\mathcal{C}) > 0$) and if an ellipsoid $E_0$ containing $\mathcal{C}$ is known initially, then after $2N \ln \frac{\text{vol}(E_0)}{\text{vol}(\mathcal{C})} \varepsilon$ ellipsoid iterations a feasible solution $\vec{u} \in \mathcal{C}$ will be found such that

$$\text{COST}(\vec{u}) \leq \min_{\vec{v} \in \mathcal{C}} \text{COST}(\vec{v}) + \varepsilon \left( \max_{\vec{v} \in \mathcal{C}} \text{COST}(\vec{v}) - \min_{\vec{v} \in \mathcal{C}} \text{COST}(\vec{v}) \right)$$

Figure 13: Left: Same-label holes are (simultaneously) reached by the fill — length $\delta$ of free space (darkgreen) remains on the bars leading to the holes. Right: the holes are ordered arbitrarily and $\delta'$ of flow is routed between the holes in the order.
Let \( \text{opt} = \min_{\vec{v} \in C} \text{COST}(\vec{v}) \) denote the cost of the optimal solution to our problem.

**Corollary 20.** A flow with cost at most \( \text{opt} + \varepsilon \) will be found after \( O(h^2 \log \frac{h^2}{\varepsilon}) \) ellipsoid iterations.

**Proof.** Clearly, the cost of any flow in \( D \) cannot exceed \( L^2 \) (recall from Section 1.1 that \( L \) denotes the largest coordinate of \( D \) – the “size” of the domain), i.e., for us \( \max_{\vec{v} \in C} \text{COST}(\vec{v}) \leq L^2 \). Using Theorem 19 with \( \frac{\varepsilon}{2h} \) in place of \( \varepsilon \), we obtain that \( 2N \ln \frac{\text{vol}(E_0)}{\text{vol}(C)} \frac{L^{2N}}{\varepsilon \text{vol}(C)} \) iterations are enough to get within \( \varepsilon \) of \( \text{opt} \).

In our case the number of variables \( N \) is the number of holes whose potential is not set (after hole merging and mincut-potentials setting has been performed); this number is, of course, at most \( h \). Since by Lemma 18, \( \text{vol}(C) \geq \frac{(2\varepsilon)^h}{n^2 h^3 \ln h} \), the number of iterations is at most \( 2h \ln \frac{\text{vol}(E_0)(nh^2 L^3)^h}{(2\varepsilon)^h} \).

Finally, since no potential can be larger than \( L \), the optimal solution lies within radius-\( L \) ball centered at the origin in \( \mathbb{R}^h \) – the ball is our initial ellipsoid \( E_0 \). Thus, the number of required iterations is at most

\[
2h \ln \frac{\frac{\pi h^2}{2L^h}(nh^2 L^3)^h h!}{(2\varepsilon)^h} = 2h \ln \frac{(\sqrt{\pi} nh^2 L^4)^h h!}{(2\varepsilon)^h h!} = O \left( h^2 \log \frac{nL}{\varepsilon} \right)
\]

\( \square \)

### G The minmax version

Minimizing the length of the longest streamline of the flow is NP-hard; this can be seen by adapting the proof of hardness of finding length-bounded disjoint paths in a planar graph (previously, similar adaptations were used to show hardness of the minmax version of thick non-crossing paths problems [6, 42]).

Holst and Pina [27] proved that it is NP-hard to find a given number of disjoint bounded-length paths in a planar graph. The proof is by reduction from 3SAT: Given a 3SAT instance with \( n \) variables and \( m \) clauses, lay out a \((2n + m) \times (2n)\) grid of rhombi (e.g., squares turned by \( 45^\circ \)); the grid, together with supersource and supersink vertices \( r, s \) forms a graph \( G \) (Fig. 14). The first 2 rows in the grid correspond to the variable \( u_1 \), rows 3 and 4 – to variable \( u_2 \), and so on. The columns 1 through \( n \) correspond to variables \( u_1 \) through \( u_n \); symmetrically, the columns \( 2n + m \) down to \( n + m + 1 \) correspond to \( u_1 \) through \( u_n \). The columns \( n + 1 \) through \( n + m \) correspond to the clauses.

Most of the edges in \( G \) have weight 1. Weight 3 is assigned to the left edges of rhombus in \( i \)th column and row \( 2i - 1 \) for each \( i = 1 \ldots n \) (if one were to draw a line through these rhombi, the line would have slope 2); symmetrically, weight 3 is assigned to the right edges of rhombus in column \( 2n + m - i + 1 \) and row \( 2i - 1 \). Finally, in each clause column \( j \) (columns \( n \) through \( n + m \)) we have three weight-2 edges corresponding to the literals in the clause: if \( u_j \) is unnegated in clause \( j \), then the right edge of rhombus in row \( 2i - 1 \) has weight 2; if clause \( j \) contains \( \overline{u}_i \), then the left edge the rhombus has weight 2.

Holst and Pina argue that there exist \( 2n + m \) \( r-s \) disjoint paths with each path having length at most \( 2n + 4 \) iff the 3SAT instance is feasible: In any set of \( 2n + m \) disjoint \( r-s \) paths in \( G \), let \( i \)-path be the path that goes through the \( i \)th vertex at the bottom of the graph, i.e., through the vertex \((2i - 1, 0)\). The \( i \)-path must stay in the \( i \)th column (if the path “leaks” into a neighboring column, there is not enough space for the other paths); the only freedom the path has is how to “wiggle” through the column, i.e., whether to turn left or right when climbing from one row to the next. But even this freedom is not total: when going through rows \( 2i - 1, 2i \) the path must use the left sides of one of the rhombi and the right sides of the other rhombus (otherwise, the path uses two edges of weight 3, which it cannot afford because then its length becomes \( 2n + 6 > 2n + 4 \)). It follows that in a single row, the paths in different columns must wiggle in the same way – either all to the right, or all to the left (Fig. 15). Finally, in any clause column \( j \in \{n + 1, \ldots, n + m\} \) the \( j \)-path can afford to go only through two weight-2 edges, or else its length becomes \( 2n + 5 > 2n + 4 \); the omitted weight-2 edge corresponds to the literal satisfying clause \( j \).

We turn \( G \) into a polygonal domain by assuming that each edge of \( G \) is a corridor of width 1 (to emulate length-2 and length-3 edges of \( G \), the corresponding corridors wiggle a bit to gain the necessary length). To ensure that there exists a flow of value \( 2n + m \), we make a wide opening at \( r \), followed by
Figure 14: Fig. 1 from [27] – the graph $G$ formed by a grid of squares, and a set of paths in the graph (bold).

Figure 15: Fig. 2 from [27]: on the left are subpaths that set the $u_i$ true; on the right – false.

2n + m corridors; we do similar transformation at $s$. We claim that there exists a flow of value $2n + m$ with each streamline having length at most $2n + 4$ iff the 3SAT instance is feasible.

The proof repeats the one of Holst and Pina almost verbatim: Let an $i$-streamline be a streamline that goes through the $i$th opening at the bottom of the domain (the total thickness of $i$-streamlines is 1). Any $i$-streamline must stay within the $i$th column; if an $i$-streamline leaks into a neighboring column, there is not enough space for the other streamlines (this is easy to see by looking at the cross-section of the domain by a horizontal line that cuts between neighboring rows of rhombi – the free space along the line is a set of $2n + m$ unit segments, so a whole unit of flow must pass through every such segment).

Again, no streamline is allowed to pass through both weight-3 edges (i.e., length-3 corridors) in the $i$th column (and symmetrically, in the $2n + m - i + 1$st column); just as above this implies that in each row, $i$-streamlines are consistent – either going to the right or going to the left, setting the truth assignment for $u_i$. Also as above, in any clause column, no streamline is allowed to go through all three length-2 edges; the omitted edge corresponds to the satisfying literal.
By construction, all streamlines are monotone (in the figures above, reproduced from [27], they are $y$-monotone, but the construction can be rotated by 90 degrees).